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INTRODUCTION

Carlsonand Cohen [I] suggest thal"the perfect

image is one that looks like a piece of tbe world

viewed through a picture frame." They propose
that the metric for the I_:rfect image be the

discriminabtitty of the reconslructed image from
the ideal image the recant!ruction is meant to

repr_ent. If these two images, [l_e ideal and the

reeonso'UCliOn, are noticeably different, 1lien Ihe

reconstruction is le_s than perfect. If they cannot
be discriminated then the reeonslrueled image is

perfect. This definition has the advantage that it

can be used m define "good enouglf' image

quality, An image that fully satisfie_s a lask's

image quality requiremenL_, for example lext

leglhilit)', is selected m be the slandard.

Rendered images are then compared Io Ihe

standard. Rendered images that are

indiscriminable from the standard are "good

enough," Test patterns and test image sets serve
as standards for many tasks and are commonplace

lo the image communications and display
industries, so this ts not a new nor novel idea.

Wlmt does it take to satisfy tills definition? How

much information is reqtJired? The answer

depends upon the reeonstruelion device and the

observer's human visual system, Which of these
two elements, the devia_ or the observer,

domtnales the outcome depends upon many
factors..The obvious f_etors are lighting and

viewing distance for the observer and resolution

(i.e. temporal, spatial, and.chromatic) for Ihe
device. Viewed in die dark, all images look the

same[2], so the human visual system dominates

when the lighting is extreme. Similarly, all

image_ look the same when viewed from a
sufficient distance; here again I[le human visual

syslem domlnales. For any Iwo renderings of die

same image, there will always be n viewing

distance and lighting condition pair at which =he
two renderingt.are indiserimlnable. This distance

defines the dominance boundary between the

display device and the eye, This distance will

also depend upon the image signal being
rendered: low-information content images can be

rendered 'perfectly' on low-information devices.

A unique distance that does not depend upon the

image signal can be defined. Over all possible
image.s that can be rendered by the display device,

the farthest, distance found iS the unique
dominance distance, This distance depends

exclusively on the attributes of the device and

observer and not upon the image signal eonlent.
As rendered images move closer to the observer,

the rendering engine becomes the dominnnt factor

in determining the quality of the rendered image,

THE COST OF INFORMATION

Information in an image is expensive It) gather,

slate, process, code, transmit, de-code, and

reconstruct, Often the amount of image dala
communicated is more than can be ren&'r_ on a

soft copy device. For example, a 300 dpJ 8 bit.

grayscale dye suhlimation prinler tequila
1200x3x1500 pixel values or 4.3.2 Mbits Io

render a 4x5 inch color image. If this image is

rendered as soft copy on an 80 dpi screen with 8

bits of grayscale, only 3.072 Mhits of
information will be rendered on the screen. This

is one fourteenth of the dala sent to Ihe printer.

Chances are very good that at a viewing distance

of lm or less the soft copy rendering will equal

or exceed Ihe quality of the dye sub print. How

many hilt are really required to achieve good

image quality relative Io a standard? How many

hita are required to satisfy the indi_criminability
lest? Bits thai cannot be seen are WaSle.d, Mding

COal 1o lhe rendering device and possibly other

system components withou! improving

perfonriance.

The amount of information in a static digital

image is given by the Shannon formula

1 = log2(# of locations X ¢t of levels). (1)

A more natural way to conceptualize image
information relates the informalJon value I to Ihe

size of the image rendered. Devices can Ix:

specified in lerms of the number of controllable

locations per inch or dpJ. In dpi unJls, Ihe
information measure is

1 = 21og2(dpi)+log2(sq.in.)+log20evels). (2)



t: :-I' ' 16:21 FROH HASA HFA TO P.05

TObe pr_cnt_d otTheFourthln(emnlJonnlDisplayWork_llops• IDW'97
NagoyaCongm_ Comer,Nagoya.JAPAN.November19-2I,1997

Dropping the areaterm convertsthe formula to

nn fnforrnation density, Iu, where

Id= 2]og_(dpi)+ log2(leve]s). (3)

Jd is the sum of two components, spatial
resoJulJon and grayscal¢ Tcsolutian. These

known to trade-off against each other [3] once a

minimum spatial resolution has been aclficvcd.

A popular printed advertisement M] for an ink jet
printer describing the image of woman in a

bathing suit slams, "A{ 300 dpi you see a lady in

her bathing suil. At '720 dpi you see her bathing

SUIt iS wet. At. 1440 dpi you see her bathing soil
is pMntcd on." As the resolutionincreases, more

surface derails emerge. At the lowest resolution,

halftoningthe image makes it look flat.; -_1

moderate resolution, sufficiem sudhce detail is

visible for surfaces to glisten. At the highest

resolution, surface devils suggesting depth of

mxture are now visible supporting dm ndvertising
claim.

Although Ihe amount of irffonnation rendered by

Ihe printers in Ibis example is dramatically
changing,the signM information content is not

n_essarJly changing at Ihe same role. Often

didmfing can be accomplished by spatially up-

sampling the image signal without requiring

additional image JnfOI31r')alIion at the interpolated
location+, Because tJ+e amounl of information

required Io render an image as soft versus hard

copy can be different, image signals often COnlain
more information Ilmn will bc rendered on the

soft copy device. When thr= signal is rendered as

soft copy, {he image signal must be

downsampled, and dlis can produc_ visible

artifacts if not don_ properly, Ditl_ering tr_es

spatial resolution for grayseale resolution. The

cos( Io dither is tJl_ttmore display locations must

be controlled in the rendered image. Another cost

ofdtthering is its impact on image quality. The

dJlher itself can become visible, :addinga high

spatial frequency noise component called "fixed

pattern noise' to the rendered image, degrading

image quality by producing a visible pallern that

con mask deuil_ in the image in addition Io

adding an ol)jcctionable tcxt.ure Io the mdcmd

image.

IMAGE RENDERING COSTS
There are four elemenLs Ihal affect the _ s{I o f

rendering information as soft. or hard copy.

Tlmse are:(I)the costofthenumber of locations

Indte rendered image, (2) the co_t of controlling

fJ}e locations, (3) the cost of communicating of

the image data, and (4) the cost of processing tile
image data, These factors arc not indel'_ndenL

The number of pixels renderedis IJ1¢nmnber of
locations. For soft copy rendering devices,

increasing the number of pixefs can result in

more gates, a smaller fill factor, and less

luminous efficiency. Conlrolling more pixels

requires mum row and column drivers and higher
bandwidth conn_llvity from the signal source Io

the rendering device, Ddver complexily can bc
reducedby temporal and spatial dithering of Ih¢

image signal or by sul)sampling the hnage data.

By simply downsampling the grayscale, a 2- to

8-fold savings can be generaled for many

displays. This can result in simpler and cheaper

drivers, lower bandwidth conneelivily, and

reduced _MI, but at a COSt of more image
processing. It is often simpler to understand the

technology trade-off coals in (eras of the

complexity of manufacturing, the cost. of
componenls and archJlec{ures, and U]e _ sII O f

added processing, d_an it J,s to understand Ibe

trade-off cost in terms of image quality. Thus Jl
iS importanl to know the limitations Ihal Ihe

human visu}tl system imposes on this trade-off.
As previously noted, such limilntions are less

severe with increased viewing distance and lower
brightness.

HUMAN VISUAL SYSTEM

Spati_al_Samolin_a Osterberg [5] in 1935 mponM

measurements of cone and rod pbotomceptor
densities of Ihe human retina. The retina is Ihc

sensory mechanism that is sensitive to ]igl)l and

transducesit into a neural signal. Oslefl_erg

counted linear densities of approximately 120
cones per dcgree visual angle in the fovea, the

small 1° retinal region of highest spatial acuity.
More recently, Curcio and her collaborators [6-9]

have measured the cone mosaic linear sampling
densities and find individual variations from as

low as 90 to as high am 190 cones per dcgrcc
visual angle in the foveal region. Campbell and

Guhlsch [10] have chamaeximd the point-spread
function of tim eye's optics. The blur

measurements and cone density data taken

together correspond well with the limiting acuity
of dm average eye of approximately ! arc minus.
They are nlso consistent wjlh the variation of

best corrected acuity in the popul_lJon.
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Measurements of Ihc spatial contrasl sensitivity

of d1¢ eye, however, show that there am

addldonal attenuation factors thai impact the

eye's ability to re.solve details [11,12]; th¢_
factors are I_lteved to hc du¢ Io neural

processing,

The variation in cone sampling densities in the

population implies that the dominance boundary
defined earlier will not be dm same for all

viewers. Some individuals will require gr_(cr or
]esaerdisl_nce_to satisfyan indiseriminabJlity

criterion for any given c_mparison. The 120

samplesper degreeas a dclcr._rdensitynorm is

consistent with population acuity norms and

Ihexefor¢ Js a good f3gur_-of-mcrJl for evaluating

display resolution requirements for the average
observer.

The viewing distance (o the typical office soft or

hard copy display device is approximately 0.Sin.
At this distance, one inch subtends Ihrec dcl_-_

of visualangle. At 120 cone photorcccptorsper

degree,itwould require360 dpi to match one

plxelix)each cone photorcccptorin thc reveal

rcgion. A 600 dpl laserprinterisala hlghcr

spm ia] resolution th_n the eye at standard

viewing distances evcn for a high-acuity

individual One might believe lhat at 600 dpJ the

laser printer would rc;_der 'r._d'_l' natural

images. Black and while images Ihat do not

contain grayscalc values between thc rain and
max can bc 'perfectly' rcy_dere_.don I.hcsedevices.

The grayscale of a laser printer, however, is only

one [)it.Grayscale values I_twccn the max and
min rcfleclances can only bc created hy dithering.

The dither 0"aria-off lowers cffccljve spatial

resoludon to Ices than 1.50 dpi, and bcc_use of

the inherently high contrast of fl_c pixels, the

fixed pattern noise produo_ by dither/ng bccome.s
quite visible el dfis distance. Remember that the

spatial Fourier power spectrum of a point

conlains frequency cncrg), over a broad range of

spat|el frequencies and d_crefore can bc delcctcd

by mechanisms of vision that are tuned to any of

these frequencies. Soft copy devices are not

}Jmited tO one bit of grsyscalc, and can produce

good-looking images at: lower spatial resolutions

Ihan laser printers because of Ihe addeddeLv'cesof

freedom in grayscalcat each pixcl location.

The grayscalc resolution of

Ihe eye is limited by two factors. Below some

minimum signal level fhe visual system cannot
resolve signal from noise. First, the cyc, like

any defector system, is limited by noise bed1

internal and external. A very elegant experiment
and theoretical analysis conducted over .50 years

ago by Hccht, ct el. [13] revealed that human

vision is remarkably immune m noise in thc

visual environment and is limic.cd only by the
quantum nature ofllght itself. For example, w¢

would not be ahle to s¢¢ laser speckle, which can

be quile random due to mode swhching in the
l_ser, if the eye w_rc less noise immune. The

noise limiLS of vision arc primarily duc Is
Jnlernal or neural noise.

Secondly, the nervous system has a compressive

saturaIingnon-lineariiy:above some contestno

additional internal signal-is gencraw.d even

Ihough the input signal is increasing. The eye

rapidly adapls, however, so it can be very

difficult to measure fl_is sat_uralJnglimit, m_l

thus this limitation of the human visual system

is not a significant factor in grayscale resolution,

There is an additional reason that die saturating

nonlinearity is not a factor. The most fTequendy

cncounlemd viewing conditions and lighting for

standard dircel,view soft-copy displaysall lie

within a quile limited range.

Office automation displays have a peak

I)rightncss in the range of 15 to 300 c4 m"2. A

typical display will have a peak brightness of 75

cd m2. Ambient lighting in most offices is in a

range of 5 to 75 cdm "2measured with a perfectly

reflecting white screen, or approximalely 100 to

100(3 Lux. Undcr the_sevlcwing condilJons, the
pe_k conwas[ofofl_cedevicesis not sufficientto

generate saturating signals in the visual pathways

and there is little Visually-significant adaptation.

The signal-to-noise ratio of the visual system has

been measured cmpiricelJy in a varJely of
ex_rimenl._i setJ.ings_ The classical

measurements wexc made by Stiles [14]. Stiles

used a cbromadc _d_pmtion methodology to

iso]_te lhc cone pathways and then attempted to

measure the signal-to-noise ratio in each cone

system. The measurement is made by viewing a

sW..adyfield of fixed intensity, called the adapting

field, _nd fl_en measuring the intensity increment
of a Ivicf flash required to just see Ih¢ increment.
The minimal increment that is visible is the

minima! signal rextuimd to evoke n sensory
¢xpe.riencc; it is a measure of d_e signal-to-noise
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ratio of IJ'J¢system. It is now understood dmt

Stiles measured Ihe signal-to-noise ratio at
various stages wjlhin Ih¢ cascade of neural

processing taking place within the visua] system
[]5,]6]. Nonelheless, his measurements are

useful measures of the limiting resolution of the

eye. lie found the! for two of the cone systems

and their assoeiat_l, primary pathways the
minimal rnlio was approximately 2% and for the

third cone system 8.7%.

Above a minimal steady-field level, the ratio is

independent of I_rightness, That is to say. the
incremental or decremenlzl signal required In ,see

a change is a fixed proportion of the adapting
level [17] once Ihe dc ]eve] is above the ihrcsh0ld

level for the field. Tiffs is a property of sensory

systems and is called Weber's law [18]; the ratio
is orlon referred to as the Wd_er-Feclmer fraction,

We measured the Weber-F_hner fraction for soft

copy displays [19] and found =hat. the red

green primaries of a typical rendering device have
slgnal-lo-noJse ratios just under 2% and for the

blue primary it. is around 4%.

The discrepancy between our finding and that of

Stiles is due in part to the non-isolation
condition we used to measure these ratios.

Unlike Stiles, we made no attempt to isolate the

cone pathways, so our signal could have heen

sensed by any or all of the cone mechanisms and

the sub_exluent mechanisms thai process their

signals. Since more than one mechanism can

delcct the increment, there are multiple chances
In detect it, Our re.sulls are consisten! with

simple probabillly summation over these

pathways [20]. Since the spectral tuning of the

cone systems is highly overlapping, d_e cones
are hrosdband detectors in the spectral domain.

and the standard rendering-device RGB primaries

produce highly correlated Hgnals within the cone

photore.ceptors.

We found in addition that below field levels of

approximately 0,34 ed m"_ (0,I fL), the Wel_r-

Feehner fractions were increasing. This is the

brightn_s operating level al which sensitivity is

dominaled by absolute threshold of the cone
mechanlsms. At. Ibis level dm field is hal

generating any appreciable signal, so only the
increment matters. For a display device this

means thatgreys:aledifferences below this level

arc very difficult to see, ._ince all input signals
below this intensily level are generafng

m_sentially Ihe same internal event., Added
grayscale stepsbelow this value are wasted.

ENOUGH INFORMATION

At IDRC'94, we [3] measured the trade-off in

greyscale and spatial resolution for dill_red
images empirically with real human ol'_rvers

and in theory using a computational model of
humnn vision. A schematic representation of

Fig. 3 from that report is shown in Fig. I. Fig.

! plots the locus of points in a space defined by
equation (3), graysc.ale resolution in Iogalevels

versus spatial resolution in 21og_dpi, that are
indiscriminable from a high-resolulion rendered

image. In the experiment we conducted [3], we
measured the dlscrimlnabillty of a very high

resolution rendered image to downsampled and

dithered renderings of the same image signal.

The rendering device we used in the empirical

part of our experiment had a peak luminance of
25 fL and a measured contrast of 50:1.

Additional derails of the experiment can be found
in [3]. The trade-off locus fell along a curve Ihat

could be described as Iwo line segmenls meeting

at a common poJnl or elbow. This locus is

represented as two solid line segmenl_; in Fig. 1,

¢

.¢

i

\.

Spatial Resolution

21og2dpi

" M

It,.._

r

Figure I. Schematic repre_enlation of trade-off

locus shown in Fig. 3 of [3],

All the points on tills locus are downsampled and

ditl_-_'ed renderings of a zone plale [21] and they
are indlseriminahle from a very high resolution

rendering of this image signal. The higll
resolution image can be thougl_t of as a point

representing .some large number of gray levels

(possibly conlinuous) and some very large
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number of dpl (possibly continuous as well). In

Fig, ! the high resolution point is in the upper

right-hand comer. Our results indicated that
bc|ow the elbow the ]in_: segment had a slope

close to -I. One bit of grayscale was equivalent
to one bit of spatial resolution in our empirical

data [3]. This locus is labcl_ as 'E' for

'R4uivalent' in the figure. The elbow is indicsle.d
as an open circle in Fig. 1 and was empirically

found to he approximal_iy at 140 dpi and 8 levels

of grayscale (i,e, the point <J4.4,3> in Ihis

information space) {see 3, Fig. 3].

Note that all of the poJnt._to the righl and above
thls locus of indiscriminable rendcrcd images

rez]uircmore information to render them. If IJle

dope of the lower segrnenl is -I (as it was

approximately found It) I:,e in the rc.sulls of the

empirical and computational experiment [3]),

then the information content of the point at Ihe

elbow and all points below il on the
Jndiscriminablilty locus ;ira the lowe.s_ possible

bits required to h_ indiscriminahlc from a

continuous rendering of (he image. In Ihis case

we call the c/bow the 'Superior Information

Nodal Point' or Superior Nodal Point for point

of least information content, The point wbexe

this line jnl_crsectsthe horlzonla} line defined by

bil,S = 1 (the smallest possible number of

quantjzed gray.ale levels) is called the 'Lesser

Nodal Point,' For the ca_e where the slope is -I,
these two Nodal Points correspond to Ih¢ same
amount of information rel_dcred.

The information contenl of tl_e Superior Nodal

Point is the least information required to be

indiscriminable from a continuous image when

the data follow a locus with slope greater than -!.

This possible locus is shown as the dashed ]Jne
_egment labeled 'M' for 'More' in Fig. ], Here

the Lesser Nodal Point requires more information

to render. Finally, if th_ locus of points below

the elbow has a slope of less than -l, then {be

point of least informadtn content is below the

elbow and to the left of I.l'mline of slope -I. In

this case the point of lea_t information would be

the J'.,csser Nodal Point A line segmeni

representing Ibis condition is shown in Fig, 1 as
a dashed line lal_lecl %' for 'l_ss' information.

The Lesser Nodal Point for [hi8 case is indicmed
at the solid black circle at the intersection of this

line segment and ! bit,

We found in IJ)¢ results of Ix)tit our

eomputadonal and empirical ¢xpcrimcms on the

grayscale resolution trade-off that the I.#.¢ser
Nodal Point was at 30Q dpi. At first this would

seem wrong since natural images remdered on

300+ dpi laser printers certainly do not look like

conlinuous images. But them is an important
difference. Our cxperhnents we_j'c done with

images that had a I00% spatial fill factor, Laser

printers do not have this property. The

sharpening of the dot.<) in the laser prinling

process tends to put marc information into lower

spatial frequency bands, making the dots marc

visible by providing an input to the spatial
mechanisms of vision that am tuned Io lower

.spatial frequencies. The pe_k tuning spatial
frequency of human vision is around 2 cycles per

degrcc[I I], Thedols used in our experiment i_ad

100% fill; this acts like a bandllmitlng filter

reducing the alalsing energy pre,_nt in smaller

dots like those used in laser printing.

Combining the findings in [3] and [19] we can
calculale the number of bits Io look 'good

enough' relative to a very high resolution

slandard zone plate., In the case of {rouge mnde_

at 25 a- peak brightness with 50: I contrast or

less a information density of 14.4+3 or 1"/.4 hits
is enough. To optimize the image quality, the

stepsshould ba geometrically spaced [ 19].

CONCLUSION

The number of bits r_ulmd to render a perfect

image depends upon the human visual system
and the rendering engine. There is a dominance

houndary al which one of these two systems

determine image quality. Finding this boundary

and measuring the Nodal Point defines the

minimal information required Io render images

that arc indi,_riminable from an ideal image.

These dominance boundaries are near the dpi ral_¢,

currently being produced by I._D manufacturers

and used in lap{up compulcrs and other

informadon appliance devices,
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